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The detonation processes occurring in a variable cross section detonation chamber are compared with that occurring in a simple, constant cross section tube. The variable cross section chamber is made up of a large tube and two small identical tubes connected on each side through frustums. The simple tube has the same diameter as the small tubes of the variable cross section chamber and the same total length as the entire variable section chamber. Both channels are closed at the left end and opened at the right. A two-dimensional, time-accurate, finite volume-based method is used to perform the computations. A five-species, two-step global hydrogen–air reaction mechanism is used. The study showed complex wave phenomena in the variable cross section chamber that have an impact on thrust and specific impulse.

I. Introduction

PULSE detonation engines (PDEs) have recently been recognized as a promising propulsion technology that offers advantages in thermodynamic cycle efficiency, hardware simplicity, scalability, and reliability. PDEs use detonation combustion rather than deflagration to produce rapid energy release and high specific power. Such engines operate on an intermittent cycle by filling a chamber with reactants and inducing ignition in an energetic fashion such that a detonation wave is rapidly established.1–3 The high propagation speed of the detonation wave yields a large increase in combustion rates relative to the deflagration mode, and the chemical energy is completely released within a narrow region behind the leading shock wave. Consequently, the combustion process takes place at nearly constant volume, which yields a higher postcombustion temperature than a constant pressure process. In recent years, numerous researchers have studied PDEs through experiments4–10 or analytical and numerical analyses.11–20 and various configurations have been proposed. An excellent technical overview of the development of the PDEs is provided by Kailasanath.4 Overviews of past and ongoing numerical simulations of PDEs are well described by Kailasanath11,21,22 and He and Karagozian.20 Most PDE studies, both experimental and numerical, to date have been performed on simple configurations, namely, with tubes of constant cross section.1 Baklanov et al.23 and Baklanov and Gvozdeva24,25 performed an experimental study of detonation with variable cross section chambers. They found the possibility of producing flow parameters more extreme than those behind a stationary detonation wave. Besides the cited experimental study, no other studies, including numerical ones, have been reported on such a configuration. Recently, a numerical study was performed by the authors on the detonation processes occurring in a variable cross section chamber for a hydrogen–air reactive flow.26 The study emphasized the detonation phenomena appearing in a given variable cross section chamber. The results obtained from the study supported the experimental observations by Baklanov et al.23 and also provided further insight into the complex wave phenomena in the variable chamber configuration.

II. Problem Formulation and Numerical Method

The numerical technique was previously reported by Kim et al.,27 and only a summary is provided here. The time-dependent two-dimensional Euler equations are used to describe an inviscid, non-heat-conducting, reacting gas flow in which thermal nonequilibrium is modeled with a two-temperature model. These equations can be expressed in Cartesian coordinates as

$$\frac{\partial U}{\partial t} + \frac{\partial F}{\partial x} + \frac{\partial G}{\partial y} = S$$

where $U$ is the vector of conserved variables, $F$ and $G$ are the convective flux vectors, and $S$ is the vector of source terms:

$$U = \begin{bmatrix} \rho \vspace{1mm} \\ \rho u \vspace{1mm} \\ \rho v \vspace{1mm} \\ \rho e_v \vspace{1mm} \\ \rho E \end{bmatrix}, \quad F = \begin{bmatrix} \rho u \vspace{1mm} \\ \rho u^2 + p \\
\rho uv \vspace{1mm} 
\rho u e_v \vspace{1mm} \
\rho u E + pu \end{bmatrix}$$

$$G = \begin{bmatrix} \rho v \vspace{1mm} \\ \rho u v \vspace{1mm} \\ \rho v^2 + p \vspace{1mm} \\ \rho v e_v \vspace{1mm} \\ \rho v E + pv \end{bmatrix}, \quad S = \begin{bmatrix} w_v \vspace{1mm} \\ 0 \vspace{1mm} \\ 0 \vspace{1mm} \\ 0 \vspace{1mm} \\ w_v \end{bmatrix}$$

The subscript $s = 1, 2, 3, \ldots, N_s$, where $N_s$ is the number of species. The first $N_s$ rows represent species continuity, followed by the two momentum conservation equations for the mixture. The next row describes the rate of change in the vibrational energy, and the final row is the total energy conservation equation. The terms $u$ and $v$ are...
the velocities in the x and y directions, respectively,

\[ \rho = \sum_{i=1}^{N_s} \rho_i \]

is the mixture density, \( \rho_i \) is the density of species \( s \), \( \rho \) is the pressure, \( \epsilon_v \) is the vibrational energy, \( E \) is the total energy per unit mass of mixture, \( w_r \) is the mass of production rate of species \( s \) per unit volume, and \( w_r \) is the vibrational energy source.

The internal energy based on the two-temperature model is assumed to comprise an equilibrium portion at the translational temperature \( T_e \) and a nonequilibrium portion at the vibrational temperature \( T_v \) and can be defined as

\[ e = e_{eq}(T) + \epsilon_v(T_v) \] (3)

These energy components can be determined with certain thermodynamic relations.

The source terms for the species mass production rate in the chemical reactions can be written as

\[ w_r = M_s \sum_{r=1}^{N_r} \sum_{s} (\beta_{r,s} - \alpha_{r,s}) (R_{r,s} - R_{b,s}) \] (4)

where \( M_s \) is the molecular weight of species \( s \), \( N_r \) is the number of reactions, and \( \alpha_{r,s} \) and \( \beta_{r,s} \) are the stoichiometric coefficients for reactants and products, respectively, in the \( r \)th reaction. The forward and backward reaction rates of the \( r \)th reaction are \( R_{r,s} \) and \( R_{b,s} \), respectively. These rates can be determined by the Arrhenius law. The source term of vibrational energy can be written as

\[ w_v = \sum_{s} Q_{v,s} + \sum_{s} \sum_{s} w_r \epsilon_v \] (5)

The first term on the right hand side, \( Q_{v,s} \), represents the vibrational energy exchange rate of species \( s \) due to the relaxation process with translational energy, which can be determined by the Landau–Teller formula (see Refs. 28 and 29). The second term, \( w_r \epsilon_v \), represents the amount of vibrational energy gained or lost due to production or depletion of species \( s \) from chemical reactions.

In the current study, the Rogers–Chinitz28 hydrogen-air combustion mechanism of five-species (\( N_2, O_2, H_2, H_2O, \) and \( OH \)) and two-reactions (\( H_2 + O_2 = 2OH \) and \( 2OH + H_2 = 2H_2O \)) is used. This model was developed to represent hydrogen–air chemical kinetics with as few reaction steps as possible while still giving reasonably accurate global results. In this model, nitrogen is counted as a collisional partner in the thermodynamic model and relaxation process, but is not included in the chemical reaction model because the maximum temperature in the hydrogen–air reaction does not reach the dissociation temperature of nitrogen.

A finite volume algorithm was used to solve the preceding equations numerically. The advantage of this method is its use of the integral form of the equations, which ensures conservation and which allows the correct treatment of discontinuities. Nonequilibrium flows involving finite-rate chemistry and thermal energy relaxation often can be very difficult to solve numerically because of stiffness. The present method includes a point implicit treatment of source terms to reduce the inherent stiffness of the system by effectively rescaling all of the characteristic times in the fields into the same order of magnitude. A local ignition averaging model (LIAM) is further taken to handle the additional stiffness in the ignition cells. The basic idea for this model comes from the fact that the species mass fractions are changing drastically in a very short period with ignition but reaches equilibrium soon afterward. LIAM separates the cell in which the ignition condition is met and then integrates the chemical kinetics equations alone in that cell with a time step much smaller than the flow solver time step. Temporal accuracy is improved by using a two-step explicit Runge–Kutta time integration scheme instead of first-order accurate Euler integration. Moreover, Roe’s flux-difference split scheme is implemented for the cell interface fluxes, and a MUSCL extrapolation approach is further combined for a higher spatial accuracy. The method thereby yields second-order accurate results in both space and time at smooth parts of the flow, whereas it still keeps first-order accuracy at discontinuities such as shock waves. However, because numerical diffusion errors at discontinuities propagate throughout the flowfield, one can expect at best that the result have global first-order accuracy.31 A more detailed discussion on the spatial and temporal accuracy of this method can be found by Kim.32

### III. Geometry Configuration and Computational Setup

Figure 1 is a schematic of the variable cross section chamber and the simple tube. The variable cross section chamber has a main chamber with an internal radius of 120 mm and a length of 200 mm, whereas the small tubes arranged on both sides of the main chamber have the same internal radius of 20 mm and lengths of 200 mm. The simple tube has a 20 mm internal radius. The total length of the two channels is 800 mm. Each of the channels has the left end closed and the right opened.

A one-shot detonation process is considered. The channels are initially filled with a homogeneous stoichiometric hydrogen–air mixture at ambient condition (0.101325 MPa and 298.15 K). The detonation processes are initiated inside each channel near the closed end. The detonation products expand from the channels to the surrounding air directly. For both the compared cases, slip conditions are considered on the closed end-wall and the chamber surface. At the flow outlet boundary, that is, right-hand section, atmospheric conditions are implemented for each case. The flow solver time step is set at \( 10^{-7} \) s in all of the computations.

For the variable cross section chamber case, the different parts of the computational domain are meshed with structured grids, which are not all identical, whereas for the simple tube case, the computational domain is meshed with identically structured grids. A mesh convergence test is performed by trial and error to determine the proper mesh size to ensure accurate resolution of the physical process. Because detonation in the variable cross section chamber case will show more complicated flow features and, hence, is deemed to be more sensitive to mesh size than in the simple tube, the mesh convergence test has been done only for the variable cross section chamber case. The same configuration and parameters are used as earlier described. Four different mesh designs, namely, the computation domain meshed by \( 60 \times 1600, 30 \times 400, 30 \times 300, \) and \( 25 \times 200 \) cells, respectively, are examined. Figure 2 shows the temporal evolution of detonation pressure and temperature recorded at location 2 shown in Fig. 1 for these mesh designs. Figure 3 shows the distributions of pressure and temperature along the centerline of the chamber recorded at \( t = 0.2 \) ms. The convergence trend can be seen clearly from Figs. 2 and 3. The results of the mesh of \( 30 \times 400 \) cells almost converged to the mesh of \( 60 \times 1600 \) in both temporal variations and spatial distributions of detonation parameters. When we take into account accuracy as well as efficiency in choosing the mesh size, the mesh design of \( 30 \times 400 \) cells is reasonable and is chosen for our current simulations.

The mesh size as chosen as described has a horizontal grid spacing of 2 mm. As has been shown in our earlier mesh convergence...
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Fig. 2 Temporal evolution of the detonation parameters from different mesh designs.

Fig. 3 Distribution of detonation parameters from different mesh designs.

experiment and in a similar study by Kim, with this mesh size the adopted method can well capture the reaction equilibrium results of a detonation wave. Such a grid scale, however, may be too coarse to resolve the finer spatial detonation features. For example, if we intend to observe detailed detonation structures, an important characteristic that is needed to resolve may be the induction layer, a very small zone with no heat release between the shock front and the follow-up reaction area. For the stoichiometric hydrogen–air mixture in our current study, that induction zone length can be as small as 0.15–0.2 mm (Ref. 33). This implies that a mesh with 300 × 4000 cells or more will be necessary if this layer is to be resolved exactly. With the chosen numerical method and the existent computational source, the simulation on this mesh size will result in an extraordinarily time-consuming effort. Nevertheless, the present study focuses attention on the large-scale features of detonation waves from an applied perspective, such as the behavior of detonation initiation and propagation, the induced wave interactions, and the propulsive performance. The selected mesh size is thereby considered to be adequate for our current purpose.

The equilibrium hot spot ignition approach is applied to initiate a detonation wave from the closed end.27 The success of a detonation initiation depends on the volume of the hot spot, and there is some critical volume of the hot spot for a specific detonation problem. (A detailed observation in this regard can be seen, for example, in Ref. 32.) For our current application, the volume of the hot spot is determined by trial and error to be as large as 5 × 10 cells for the selected mesh design, that is, 5 columns of cells adjacent to the closed end-wall and 10 rows of cells adjacent to the channel centerline are taken as ignition cells for both cases.

IV. Results and Discussion

A. Detonation Flowfield Features

The computed isobars at different times for the variable cross section chamber (VCSC) and the simple shock tube (ST) are presented in Fig. 4, which gives an overall view of the two detonation processes. Figure 4 shows that, as can be expected, the detonation process in the VCSC case reveals severe irregularity and nonuniformity in the flowfield behind the detonation wave due to wave diffraction and refraction at locations of area change, whereas the detonation process in the ST case appears relatively simple.

Both detonation waves propagate through identical tubes initially, and so there is no difference between them during this period. However, in the VCSC case, complex wave interactions occur as the primary detonation wave enters and exits the large chamber. The main features of the complex wave interactions were discussed in Ref. 26. Here, we focus our attention on a comparison between the VCSC and ST cases.

The intensity of a detonation wave front is examined using the pressure and temperature behind the front, as shown in Fig. 5. Figure 5 shows that the pressure and temperature of the detonation wave in the ST case asymptotically approaches a constant state, which is a little bit higher than the theoretical Chapman–Jouguet state ($p_{CJ} = 1.586$ MPa, $T_{CJ} = 2958$ K, $p_{CJ} = 1.54$ kg/m$^3$, and $D_{CJ} = 1977$ m/s) due to wave reflections within the tube, arising from the point of wave initiation. In the VCSC case, these parameters show large variations. As the detonation wave exits the left small tube segment and enters the large chamber, the postdetonation pressure and temperature drop through the expansion process to values below the ST case, indicating a weakening of the wave. A slight recovery occurs during passage through the constant section of the large chamber. However, the wave strengthens rapidly as it enters the convergent portion of this chamber. The detonation wave then enters into the right small tube segment and propagates through it, sustaining a higher intensity.

The simulations for the VCSC and ST cases show that the detonation wave propagates at about the Chapman–Jouguet speed. However, the expansion and compression resulting from the cross-sectional changes in the VCSC case first decelerates and then accelerates detonation wave. This is evident in Fig. 4.
Fig. 4 Isobars of detonation processes obtained for the VCSC and ST cases.

The complexity of the postdetonation flowfield for the VCSC case is compared against the simpler ST case in Fig. 6, which shows the evolution of the pressure and temperature profiles along the centerline at various times. For a different viewpoint, the temporal evolution of the pressure and temperature at three different locations (Fig. 1) along the channel centerlines corresponding to the middle of the left small-tube segment, the main chamber, and the right-small tube segment in the VCSC case are shown in Fig. 7.

From Figs. 6 and 7, one further appreciates the complexity of the VCSC flow compared to the ST counterpart. The extreme parameters in the VCSC case can be many times higher than those in the ST case. The extreme parameters appearing in the right small-tube segment are chiefly caused by the convergent segment, as already mentioned and also shown in Fig. 5. However, for the extreme parameters that appear in the left small-tube segment, our simulation results showed that the reason is mainly attributed to reflection of the detonation wave at the exit of the small-tube segment. The reflected wave may further be reflected by the closed end-wall (giving rise to a secondary reflected wave), which then propagates to the right and suffers subsequent reflections at the area expansion. These reflection cycles gradually decline as the detonation flow evolves and the gaseous products drain out of the open section. Our computations can only completely record a cycle of the wave reflection process in the given computational period (0–0.6 ms). These reflected waves are apparent in Fig. 7 as pressure jumps at point 1. During the given time period, point 1 experiences three abrupt pressure increases caused by the detonation wave (DW) then a reflected wave (RW), and a further secondary reflected wave (SRW).

B. Propulsion Performance

The complexity of the DW and the postdetonation flowfield in the VCSC case affect the propulsion performance if it is configured for a PDE. For a generic detonation tube, the thrust produced by a detonation process can be calculated by the classical definition as

$$ F(t) = \int_0^t \left[ (p(t) - p_a) + \rho(t)u^2(t) \right] \, dS $$

where \( p_a \) is the ambient pressure, and \( p(t), \rho(t), \) and \( u(t) \) are the instantaneous pressure, density, and axial velocity acting on the wall, respectively. In Eq. (6), the integration area \( S \) is the area of the walls that the thrust acts on. For the ST case, the thrust is only exerted on the closed end-wall, so the preceding integration needs to be performed on that wall. However, for the VCSC case, the thrust production is more intricate than in the ST case. The thrust in this case is developed on three surfaces, as shown in Fig. 8. Besides the portion exerted on the closed end-wall denoted as \( F_1 \),

Fig. 5 Pressure and temperature at the detonation wave fronts as the waves propagate for the VCSC and ST cases.
thrust is also produced on both of the frustums. We denote the thrust components on the (left) divergent frustum as $F_2$ and on the (right) convergent frustum as $F_3$, respectively. Each thrust component in this case can be individually calculated with formula (6) on the associated integration areas.

Impulse is another parameter used to describe the performance of a propulsion system. The impulse can be obtained by integrating the thrust from zero to $t$ as

$$I(t) = \int_{0}^{t} F(t) \, dt$$  \hspace{1cm} (7)

There are two specific impulse concepts that are also useful in evaluating propulsion performance. One is the reactant specific impulse that can be calculated, in our current application, from the relation

$$I_{sp}(t) = \frac{I(t)}{(\rho_0 V g)}$$  \hspace{1cm} (8)

where $\rho_0$ is the initial density of the reactant gas mixture in the detonation chamber, $V$ is the volume of the chamber, and $g$ is the Earth’s sea-level gravitational acceleration. The other is the fuel-based specific impulse that can be defined as

$$I_{sp,f}(t) = \frac{I(t)}{(\rho_f V g)}$$  \hspace{1cm} (9)

where $\rho_f$ is the initial density of the fuel gas (hydrogen in our case) in the detonation chamber.

The comparison of the propulsion performance in the current study is based on a one-shot detonation process. The computations were performed with a longer period (0–2.5 ms) to allow the detonation processes to exhaust to ambient conditions. The thrust for each of the detonation cases is shown in Fig. 9. In Fig. 9a, the thrust for the VCSC case is first shown together with its three components. For a clearer expression, the thrust of the ST case is shown in Fig. 9b together with $F_1$, exerted on the closed end-wall in the VCSC case. The results show that the detonation process in the VCSC case produces an astonishing thrust history compared with that in the ST case. This complicated behavior can further be understood through separately observing the histories of three components. The thrust $F_1$ exerted on the close end-wall depends, in principle, on the extreme parameter phenomenon existing near the end-wall of the small tube segment. The abrupt increase in $F_1$ is caused by the RW mentioned in Sec. IV.A. The force level thereafter remains high for a certain moment and eventually decays monotonically to zero. The behaviors of the other two forces, $F_2$ and $F_3$, are more complicated than that of $F_1$ and, thereby, may be the main reasons for the complicated thrust history of the VCSC case. These two forces are strongly dependent on the DW moving through the corresponding frustums. Moreover, the SRW mentioned in Sec. IV.A also has an evident effect on the forces. In particular, the force $F_2$ shows an abrupt increase as the DW passes the divergent frustum. Then the force $F_2$ experiences a small abrupt decrease followed by a gradual recovery that may be caused by the expansion effect of the frustum on the DW. The force $F_3$ then gradually increases due to the SRW passing through the frustum and, finally, decays monotonically to zero. Similarly, the force $F_3$ exerted on the surface of the convergent frustum has an abrupt decrease as the DW passes the associated frustum, yielding a negative thrust value. The force gradually increases until the SRW arrives and passes the frustum, resulting in an abrupt decrease of force, which thereafter monotonically increases to zero. In contrast, the thrust history in the ST case is typical in that it is extremely large at the moment of initiation, immediately reaches a plateau, and then decays monotonically. The average thrusts for the two cases are also calculated by

$$\bar{F} = \int_{0}^{t_{\text{max}}} F(t) \, \frac{dt}{t_{\text{max}}}$$  \hspace{1cm} (10)
where \( t_{\text{max}} = 2.5 \text{ ms} \). The average thrust in the VCSC case is 3038 N, that is, almost seven times of the average thrust of the ST case (441 N). This result shows the potential benefit of the variable section chamber for producing large thrust.

The various impulses for each of the detonation cases are shown in Fig. 10. The results may appear confusing at first. The detonation in the VCSC case produces a higher impulse value than that in the ST case. Nevertheless, for the two defined specific impulses, the detonation in the VCSC case has lower values, as compared with that in the ST case. Evidently, the larger channel volume in the VCSC case, about 13.4 times that of the ST case, means that more reactants are required in the former. Thus, there is a tradeoff between the higher thrust of the VCSC case and its larger consumption of reactants.

C. Midchamber Variations

A parametric study of the midchamber geometry for the VCSC case was performed. The midchamber’s geometry can be described by three parameters, namely, the frustum length \( L_1 \), the primary length \( L \), and the primary radius \( R_L \), as shown in Fig. 8. To observe the sensitivity of each parameter on the associated detonation process, each parameter is allowed to vary independently from the baseline values of \( L_{10} = 100 \text{ mm}, L_0 = 200 \text{ mm}, \) and \( R_{L0} = 120 \text{ mm} \). The length \( L_1 \) takes on two additional values of 0.8 \( L_{10} \) and 1.2 \( L_{10} \); similarly, \( L \) takes on 0.8 \( L_0 \) and 1.2 \( L_0 \). The radius \( R_L \) takes on the additional values of 0.6 \( R_{L0} \) and 0.8 \( R_{L0} \) to ensure that the selected mesh dimension in the radial direction remains small. The
total length of the detonation chamber and the internal radii of the two small tubes are kept at their baseline values. Therefore, the length of the small tubes may vary when one of the midchamber dimensions changes. The detonative flow in these six new VCSC configurations were simulated with the same method and conditions described earlier. The computations were performed for the time period of 0–2.5 ms. As already discussed for the baseline case, the ensuing flowfield is extremely complex. Only a summary of the results are presented.

1. Flowfield Features

The waves that occur in the present VCSC case possess very intricate propagation and interaction characteristics. To extract the main features of the detonation processes from the different geometries, attention is focused on the early simulation period (0–0.6 ms). The three data points at the midpoints of the three tubes (as shown in Fig. 1) are still used to probe the features of the detonation processes. The temporal evolution of pressure recorded at the three locations during the detonation processes in the baseline and various geometries are shown in Figs. 11a–11c for variations in $L_1$, $L$, and $R_L$, respectively. The results show that the geometric variations have a more serious influence in the flow in the leftmost tube than elsewhere.

In the leftmost tube, a change of geometric parameters first affects the starting time of the RW. This change is attributed to a change of the leftmost tube length. Because the exit of this tube is where the RW is initiated by the DW, the RW will be initiated earlier if this tube is shorter and vice versa. The influence of $L_1$ and $L$ on the wave reflection in the small tube is clearly seen in Figs. 11a and 11b. The variation of $R_L$ does not affect tube length. Therefore, the waves for the different diameters of the midchamber are nearly coincident, as can be seen in Fig. 11c.

The different times that the RW in the leftmost tube is initiated for the different lengths of the midchamber affect the propagation of the SRW. Undoubtedly, the variations of the starting time produced from the different geometries consequently make the waves reach and further reflect the closed end-wall at different times, thereby causing the SRW to propagate at different time intervals. Moreover, a change in $R_L$ causes a more significant change in the strength of the RW in the leftmost tube (point 1 in Fig. 11c). The different wave strengths then cause the SRW to propagate at different speeds, again as can be seen in Fig. 11c. This effect should also be present with changes in $L_1$ and $L$, because the reflected wave strength will be different. However, in our simulation results, the effect of $L_1$ and $L$ on the reflected wave strengths appears to be weak.

Further observations can also be made about the leftmost tube. First, increasing $L_1$ or $L$ is beneficial in obtaining a more stable and an increased average postwave performance especially for the SRW. An increase of $R_L$ increases the postwave performance. However, there is a loss of performance stability. Second, an increase of $L_1$, $L$, or $R_L$ tends to result in a higher peak value of the detonation parameters produced by the SRW in the tube.

The different geometries of the midchamber have a weak effect on the detonation processes within itself. Although the geometry
changes occur upstream of the data point (point 2), in all of the $L_1$, $L$, and $RL$ variations, the DW reaches the point at the same time for all of the selected geometries. The strengths of the detonation fronts also are the same.

For the rightmost tube, the changes of geometric parameters also affect to the DW propagation inside it, but not drastically. In all of the $L_1$, $L$, and $RL$ variations, the DW reaches the data point (point 3) almost simultaneously. However, the strengths of the detonation fronts vary depending on the values of the particular length scale. An increase of $L_1$, $L$, or $RL$ strengthens the front, presenting a higher detonation peak pressure as shown in Fig. 11.

2. Propulsion Performance

The thrusts obtained for the different midchamber geometries are shown in Fig. 12. Each thrust is the sum of three components (Fig. 8). The average thrusts over the computation period (0–2.5 ms) are also calculated and are shown in Fig. 13. In general, the temporal evolutions of the thrusts for all $L_1$, $L$, and $RL$ variations present some obvious differences only within the computation time before $t = 1.5$ ms. The thrust alters slightly when $L_1$ and $L$ are varied but more so with $RL$ variation. These differences arise because, as can be anticipated, the former two situations keep the original midchamber diameter that defines the frustum surfaces for the two thrust components, whereas the third situation arises from changes in the diameter. Consequently, one finds that, when $RL$ varies, the thrust varies: The larger the diameter, the larger the thrust. From Fig. 13, we can see that the average thrusts change approximately in proportion with changes in $L_1$, $L$, and $RL$. Among these three lengths, the thrust varies most with changes in the midchamber radius.

The irregular thrust performance can possibly clarified through an investigation of its three individual components. For brevity, only the thrust portion that acts on the left frustum, that is, $F_2$ is used as an example of the variations in all of the three components. Only a time interval of 0–0.6 ms is further investigated because this time interval shows the largest variations in thrust (Fig. 12). The thrust component $F_2$ for each of the different geometrical variations is shown in Fig. 14. Some observations from the results can be listed. When the frustum is elongated or shortened to fit a change of $L_1$ or $L$, the thrust starts
Fig. 12 Thrust for different geometries of midchamber for VCSC case.

Fig. 13 Average thrust for different midchamber geometries for the VCSC case: relative average thrust (RAT) and relative geometric parameter variation (RGPV).

Fig. 14 Thrust component $F_2$ that is, component acting on the left frustum for different midchamber geometries, VCSC case.

Fig. 15 Impulses and specific impulses obtained for the different geometries.

Finally, the impulses and specific impulses obtained for the different geometries are presented in Fig. 15. The changes of the selected geometric parameters can produce very different impulses. However, the specific impulses from the different geometries appear to plateau to approximately the same value (right-hand side of Fig. 15). This means that the specific impulse performance of the detonation process in the selected VCSC cases cannot be improved through changing those midchamber geometric parameters within the chosen ranges.
V. Conclusions

A comparison study was performed on the detonations occurring in a VCSC and a constant cross section tube by numerical simulations. A five-species and two-step reaction mechanism was adopted to model the thermochemistry of the detonation processes. A time-accurate and finite volume-based method was used in the simulations. The obtained results revealed that the detonation in a VCSC is much more complicated than that in the simple tube. The propulsion performance of the detonations in the two configurations was also compared. A VCSC can produce extreme flowfield parameters and, hence, offer a possibility for designing a PDE to have a much high-propulsion performance than a conventional PDE. An additional parameter study is also implemented for the VCSC and the sensitivity tendencies of the detonation processes to some geometric variations are presented.
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